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Stratified (Random) Sampling Designs
A stratified random sampling design can be described as having two steps.

1. Partition the elements in the population into L sub-populations (strata).

2. Apply a simple random sampling design to each stratum.

Stratified random sampling is a complex sampling design, but it uses simple random sampling. How?

Example: Suppose we have a population of N = 5 elements: P = {E1, E2, E3, E4, E5}. For a simple random
sampling with n = 3 there are (

5
3

)
= 10

possible samples. The sample space is

S1 = {E1, E2, E3},

S2 = {E1, E2, E4},✓

S3 = {E1, E2, E5},✓

S4 = {E1, E3, E4},✓

S5 = {E1, E3, E5},✓

S6 = {E1, E4, E5},

S7 = {E2, E3, E4},✓

S8 = {E2, E3, E5},✓

S9 = {E2, E4, E5},

S10 = {E3, E4, E5}.

But suppose we divide these elements in the population into L = 2 strata, defined as

P1 = {E1, E2, E3},

P2 = {E4, E5}.

So N1 = 3 and N2 = 2. For a stratified random sampling design with sample sizes of n1 = 2 and n2 = 1 (the
same total number of elements sampled as in the simple random sampling design) there are(

3
2

)
×

(
2
1

)
= 6

possible samples (marked above with a ✓). Note that stratified sampling is more restrictive. The sample
space of a stratified random sampling design is a subset of that of a simple random sampling design with the
same n. Certain samples that are possible under simple random sampling are not possible under stratified
random sampling, and that’s (usually) a good thing!

Why use a stratified (rather than simple) random sampling design?

1. Administrative convenience.

2. Greater control over cost.

3. Interest in specific domains.

4. More representative samples.
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Properties of a Stratified Random Sampling Design
1. Let Nj be the number of elements in the j-th stratum, and let nj be the number of elements sampled

from the j-th stratum. The number of possible samples is(
N1

n1

)
×

(
N2

n2

)
× · · · ×

(
NL

nL

)
.

This is less than the number of possible samples under simple random sampling when applied to the
same population with the same (total) sample size of n = n1 + n2 + · · · + nL.

2. Each sample in the sample space has a probability of

1(
N1
n1

)
×

(
N2
n2

)
× · · · ×

(
NL

nL

) .

So like simple random sampling every possible sample is equally likely, but in stratified random sampling
the set of possible samples (i.e., the sample space) is smaller.

3. The inclusion probability of an element depends on its stratum. If the i-th element is in the j-th stratum,
then its inclusion probability is nj/Nj .
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Data and Notation for Stratified Random Sampling
Example: The following data are from a survey of sword fern that used a stratified random sampling design.
The target variable is biomass of sword fern (grams per square meter).

Stratum Region Nj nj ȳj sj

1 Forest 30 8 287 149.1
2 Prairie 87 5 11.3 16.8

117 13

Note that we have L = 2 strata, a total population size of N = 117, and a total sample size of n = 13.

Example: The following data are from the 1988 National Maternal and Infant Health Survey. This survey
used a stratified random sampling design. The target variable is mother’s age.

Stratum Race Weight Nj nj ȳj sj

1 AA small 18130 1285 24.64 5.84
2 AA medium 65670 1194 24.42 5.76
3 AA large 559124 4948 24.41 5.68
4 AA small 27550 950 26.44 5.88
5 AA medium 150080 938 26.11 5.85
6 AA large 2944800 4090 26.7 5.45

3765354 13405

Note that we have L = 6 strata, a total population size of N = 3765354, and a total sample size of n =

3
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13405. Also note that strata can be defined in terms of combinations of two or more variables (e.g., race and
birth weight).
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Estimators of µ and τ

The mean of all elements in the population (i.e., all strata combined) can be written as

µ = N1

N
µ1 + N2

N
µ2 + · · · + NL

N
µL =

L∑
j=1

Nj

N
µj ,

where µj be the mean of the target variable for the Nj elements in the j-th stratum. Since we can estimate
µj with ȳj , this suggests we use the estimator

µ̂ = N1

N
ȳ1 + N2

N
ȳ2 + · · · + NL

N
ȳL =

L∑
j=1

Nj

N
ȳj

to estimate µ. Note that we can also write this as

µ̂ = 1
N

L∑
j=1

Nj ȳj .

Example: What are the estimates of µ for the two surveys given earlier?
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Recall that τ = Nµ, so using the expression for µ above we can write τ as

τ = N1µ1 + N2µ2 + · · · + NLµL =
L∑

j=1
Njµj .

This suggests the estimator

τ̂ = N1ȳ1 + N2ȳ2 + · · · + NLȳL =
L∑

i=1
Nj ȳj

to estimate τ . Alternatively we could write this as τ̂ = τ̂1 + τ̂2 + · · · + τ̂L where τ̂j = Nj ȳj is the estimator
we used for simple random sampling.

Example: What is the estimate of τ for the sword fern survey?

6



Estimator Sampling Distributions
Both estimators are unbiased under stratified random sampling, and the shape of the sampling distributions
are approximately normal by the central limit theorem. But the variances of these estimators are not
generally the same as those for the estimators under simple random sampling.

The variance of µ̂ is

V (µ̂) =
(

N1

N

)2
V (ȳ1) +

(
N2

N

)2
V (ȳ2) + · · · +

(
NL

N

)2
V (ȳL),

where
V (ȳj) =

(
1 − nj

Nj

)
σ2

j

nj
,

and σ2
j is defined here as the variance of all elements in the j-th stratum. We can also write the variance of µ̂

as

V (µ̂) = 1
N2

L∑
j=1

N2
j

(
1 − nj

Nj

)
σ2

j

nj
.

If the σ2
j are unknown then they can be replaced with the s2

j to produce an estimated variance of µ̂.

Example: What is the estimated variance of the estimator of µ based on the sword fern survey? What is
the (estimated) bound on the error of estimation?

7



The variance of τ̂ is
V (τ̂) = V (τ̂1) + V (τ̂2) + · · · + V (τ̂L),

where
V (τ̂j) = N2

j

(
1 − nj

Nj

)
σ2

j

nj
,

and σ2
j is defined here as the variance of all elements in the j-th stratum. We can also write the variance of τ̂

as

V (τ̂) =
L∑

j=1
N2

j

(
1 − nj

Nj

)
σ2

j

nj
.

If the σ2
j are unknown then they can be replaced with the s2

j to produce an estimated variance of µ̂.

Example: What is the estimated variance of the estimator of τ based on the sword fern survey? What is
the (estimated) bound on the error of estimation?

Note: V (µ̂) and V (τ̂) are related because V (τ̂) = N2V (µ̂).

Note: Standard errors, bounds on the error of estimation, and confidence intervals for estimating µ and τ
under stratified random sampling are computed in the same way as they were under simple random sampling,
just with a different variance expression.

Design Considerations
There are two types of decisions to be made when designing a stratified random sampling design.

1. Stratification. How should the elements be partitioned into strata?

2. Allocation. How should the total sample size be distributed over the L strata?
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